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Authors propose to use artificial neural networks (ANNs) for 

armaments identification based on the analysis of digital images. 

They describe that this problem is caused by an increase in: the 

number of armaments samples, requirements to efficiency and 

the need to automate the process of armaments identification on 

the basis of digital images analysis. The authors also propose a 

methodology for armaments identification using ANN such as 

GoogleNet, NasNet-Large, Xception, Places365-Google, 

DenseNet-201 and others. They give an example of this 

methodology implementation using GoogleNet ANN, pre-trained 

on the ImageNet dataset. In order to solve the problem of 

increasing the efficiency of armaments identification based on 

the analysis of digital images, the authors carried out the 

modification of the initial full-coherent layer of pre-trained 

GoogleNet by 5 classes from 1000 to 5 neurons and additional 

training of the GoogleNet ANN. ANN training was carried out 

using a set of digital images by five classes: BMD-4 (airborne 

combat vehicle); BTR-82 (armored personnel carrier); LINSA 

(armored ambulance), T-72 (T-72 tank), T-90 (T-90 tank). The 

selected optimal training parameters were: speed (step) - 

0.00005, number of epochs - 20, optimization algorithm - Adam; 

validation frequency - 10, packet (batch) size - 25. The 

effectiveness of the proposed model was tested on a set of 571 

images, the total number of classes - 5. The authors selected 

accuracy and learning error as the main indicators of the the 

neural network effectiveness. The result is a new trained model 

with identification (classification) accuracy of validation (test) 

sampling of 90% and with the probability of identification error - 

0.1 that proves the selection of the ANN architecture and 

training parameters. The use of the proposed methodology 

allows to automate the process of armaments identification 

based on the analysis of digital images of elements. 

Keywords—artificial neural network, GoogleNet, 

identification, armaments, digital pictures, images. 

I.  INTRODUCTION  

One of the trends in the development of machine vision 
and artificial intelligence in the military sphere is the 
development of technology for automatic armaments 
identification based on the digital images analysis. This 
problem is particularly relevant when identifying the 
armaments with similar appearance, for example, various 
tank modifications. Analysis of papers [1-8] showed that 
artificial neural networks (ANNs) are often used for 

solving the following problems: control of critical 
infrastructures by UAVs; remote sensing of the Earth; 
people (pedestrians) recognition. Thus, in [1] a model of 
pedestrian recognition based on convolutional neural 
networks (CNN) was developed. It shows that the 
recognition and detection of pedestrians is one of the 
problems for video surveillance systems; vehicle safety; 
robotics. A variety of factors which affect the pedestrian 
appearance (figure, clothing, height, lighting, background) 
makes this task difficult. The proposed model [1] does not 
solve the problem of automating the process of armaments 
identification based on the analysis of digital images. In 
paper [2] the problems of CNN architecture formation are 
considered. The method of random topology and multiscale 
matching for recognition of remotely sensed images is 
proposed. The proposed approach provides a better 
compromise between floating point operations and 
accuracy. Validation results of the model on the Vaihingen 
dataset confirm its effectiveness. The disadvantage of this 
model is high computational complexity, as well as 
unadaptability for armaments recognition based on digital 
images. In paper [3] a new classification scheme for 
hyperspectral image of remote sensing of the earth is 
proposed. Experimental results on three test data sets 
demonstrate a significant advantage of the proposed 
method over the known ones. The disadvantage of the 
method is the necessity of its adaptation for automated 
armaments identification based on the analysis of digital 
images. In papers [4-7] ANN models for UAV monitoring 
are considered. In papers [9-11] CNN-based models are 
considered. However, ANN models [4-11] are not suitable 
for solving the problem of armaments identification. 

The analysis showed that the disadvantages of the 
known methods (techniques, models) are: 

- lack of tested ANNs which solve the problems of 
armaments identification based on the analysis of digital 
images; 

- computational complexity and instability of ANNs for 
different digital images of objects; 
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- lack of practical application of the mathematical 
apparatus for the armaments identification on the basis of 
the digital images analysis. 

Consequently, it is necessary to conduct research to 
develop a methodology for building neural networks for 
the armaments identification based on the analysis of 
digital images. 

II. MAIN PART 

To implement the methodology for armaments 
identification based on the analysis of digital images, the 
authors propose to use a pre-trained ANN. Setting up an 
ANN with repeated training is much faster than training a 
network with random weight coefficients. As a result, an 
ANN can be quickly trained to perform a new task faster 
and using fewer digital images and training epochs. In 
addition, this process of learning allows to rely on weight 
coefficients optimized on a significant dataset. This 
methodology uses the pre-trained on the ImageNet dataset 
[12] GoogleNet neural network [13] and Deep Learning 
Toolbox package of MATLAB R2020b mathematical 
modeling environment. For practical use the proposed 
methodology is presented step by step. 

Step 1. Start MATLAB R2020b mathematical 
modeling environment (Fig. 1). 

 

Fig. 1. MATLAB R2020b mathematical modeling environment  

Step 2. Run the Deep Network Designer window in the 
APPS tab to download (install) the GoogleNet model for 
Deep Learning Toolbox neural network support package 
(Fig. 2). 

 

Fig. 2. MATLAB R2020b mathematical modeling environment  

Step 3. Download layers of the trained ANN 
GoogleNet [13] (it is possible to use complex neural 
networks, for example: NasNet-Large [14], Xception [15], 
Places365-Google [16], DenseNet-201 [17], etc.). This 
environment allows to download pre-trained ANNs. 

 

Fig. 3. Visualization of downloading the ANN model of GoogleNet 

using Deep Learning Toolbox neural network support package 

In case of successful (full) downloading of GoogleNet 
model it is necessary to monitor the message (Fig. 3) with 
ANN properties: number of layers of ANN - 144; number 
of connections (links) - 170; input data type - image; output 
data type - classification. Since the ANN has been trained 
to classify images into 1000 classes on the ImageNet 
dataset, it must be adapted by the number of classes 
accordingly to the task (for example, 5 classes were taken, 
there can be any number of classes). In this case, the 
appropriate Outputsize parameter for the fc layer was set to 
5. 

Step 4. Use the Analyze command to interactively 
visualize the network architecture and detailed information 
about the ANN layers using the Deep Lerning Network 
Analyzer neural network support package (Fig. 4). 

 

Fig. 4. Visualization of the parameters of the ANN GoogleNet layers 

using the Deep Lerning Network Analyzer neural network support 

package 
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The following ANN layer types are used: Image Input - 
input; Convolution - convolutional; Relu - relu activation 
functions; Cross Channel Nor... - normalization functions; 
Max Pooling - maxpooling functions; etc. 

Step 5. Downloading new images (dataset) for training 
the neural network via the Data tab (Fig. 5). 

 

 

Fig. 5. Downloading new images (dataset) for NN training 

At the same time, it is necessary to split the data into 
ANN training (Fig. 6) and ANN testing (validation) sets 
(Fig. 7), to analyze the existing imbalance of classes and 
make a decision about the expediency of data 
augmentation. As can be seen from Fig. 6, in this case the 
dataset used for ANN post-training has no significant 
imbalance in the number of images of different classes. 

 

Fig. 6. Splitting dataset images into classes for ANN training 

 

Fig. 7. Splitting dataset images into classes for ANN validation 

Step 6. Selection of training parameters (Fig. 8) such 
as: speed (step) – 0.00005, number of epochs - 20, 
optimization algorithm - Adam; validation frequency - 10, 
package size (batch) - 25. 

 

Fig. 8. ANN training parameters  

Increasing the number of images helps to prevent the 
network from overtraining. The parallel method was used 
to train the ANN simultaneously on the CPU and the 
graphics processing unit (GPU). The ANN training process 
and its characteristics are shown in Fig. 9. 

 

Fig. 9. Assessment of classification accuracy of validation (test) 

sampling - 90%, Epoch 20, Iteration  360 

The result of the post-trained ANN on the recognition 
of classes of images is shown in Fig. 10. 

  

  
Fig. 10. Results of armaments identification on the basis of ANN digital 

images analysis 
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In Fig. 10 you can see the results of application of the 
ANN for armaments identification on the basis of analysis 
of digital images: BMD-4 (airborne combat vehicle); 
LINSA (armored ambulance), BTR-82 (armored personnel 
carrier); T-72 (T-72 tank). The ANN recognized all images 
correctly. The accuracy of this ANN at the 20th epoch of 
training reached 90%. The proposed GoogleNet model was 
compared with the AlexNET model. The ANN training 
process and its characteristics are shown in Fig. 11. 

 
Fig. 11. Assessment of classification accuracy of validation (test) 

sampling – 84%, Epoch 18, Iteration 352 

Classification accuracy of the validation (test) sampling 
was 84 %. Accordingly, the best results were shown by the 
GoogleNet model. 

III. CONCLUSION 

1. In order to solve the problem of armaments 
identification based on the analysis of digital images, the 
methodology for armaments identification using a neural 
network was developed and tested on a specific example. 
The resulting model allows to automate the process of 
armaments identification based on the analysis of digital 
images. 

2. Analysis of possible implementations showed that 
GoogleNet ANN trained by ImageNet set of images is 
suitable for this task. This model was used as a basic one. 
To increase the efficiency we cut the initial full-coherent 
layer from 1000 to 5 neurons and additionally trained the 
resulting model by a set of images of five classes: BMD-4 
(airborne combat vehicle); BTR-82 (armored personnel 
carrier); LINSA (armored ambulance), T-72 (T-72 tank), 
T-90 (T-90 tank). By selection of optimal parameters 
(speed (step) - 0,00005, number of epochs - 20, 
optimization algorithm - Adam; validation frequency - 10, 
packet (batch) size - 25) the authors received a new model 
with classification accuracy of validation (test) sampling of 
90 %. 

3. The use of this model makes it possible to automate 
the process of armaments identification on the basis of 
digital images analysis. 

4. The ANN training was conducted on digital images 
of high contrast and clarity. The shooting was done in the 
daytime that is why high accuracy of image recognition 
was obtained. For other types of images (shooting 
conditions) recognition accuracy by classes may vary, 
which requires additional research. 

5. The limitations of the proposed model are that it is 
adapted to recognize objects in digital images only by five 
classes. It did not take into account the orientation of 
objects in the images and the translational invariance of the 
ANN. 

6. For further development of the proposed model the 
authors plan to: 

- evaluate the accuracy of the developed model for 
different object recognition conditions and different ANN 
models like NasNet-Large [14], Xception [15], Places365-
Google [16], DenseNet-201 [17], EfficientNet [18]; 

- increase the accuracy and performance of the ANN 
and reduce the volume of calculations; 

- increase the number of classes for classification 
objects and the volume of dataset for ANN post-training; 

- study the proposed architecture with other activation 
and maxpooling functions (among those proposed in [19]). 
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